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Abstract

The major problem with retrieval of OCR text is the unpredictable distortion of characters due to recognition errors. Because users have no ideas of such distortion, the terms they query can hardly match the terms stored in the OCR text exactly. Thus retrieval effectiveness is significantly reduced, especially for low-quality input. To reduce the losses from retrieving such noisy OCR text, a fault-tolerant retrieval strategy based on automatic keyword extraction and fuzzy matching is proposed. In this strategy, terms, correct or not, and their term frequencies are extracted from the noisy text and presented for browsing and selection in response to users' initial queries. With the understanding of the real terms stored in the noisy text and of their estimated frequency distributions, users may then choose appropriate terms for a more effective searching. A text retrieval system based on this strategy has been built. Examples to show the effectiveness are demonstrated. Finally, some OCR issues for further enhancing retrieval effectiveness are discussed.
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1. Introduction

The advent of the Internet and the World Wide Web has made publication, dissemination, and access of information more easily. Such accessibility of networked resources has inspired more and more information providers to digitize their data for networked information services. Although future information is likely to be present in full digital form, the digitization of data on published paper materials, however, is not an easy task. A number of possible approaches include: (1) manual re-entry of the data; (2) creating data indexes or bibliographic data for ease of locating the source materials; (3) full-text image scanning; (4) optical character recognition of full-text images. Most current systems have taken the approach (2) and (3) as a model for digitization, indexing, searching and accessing. That is, paper data are scanned into full-text images for ease of accessing, while data indexes or bibliographic data are created for searching in the large volume of the scanned files. However, indexes or bibliographic data have their limitation: They require large amounts of human effort in analyzing the source files to obtain descriptive metadata and such metadata, whether subject headings or keywords, tend to be insufficient in describing the source materials. This limitation often leads to less effective retrieval of specific data in a large database. For example, a scholarly article is often described by only 5 keywords. Other important concepts contained in the article, but not in the keyword list, can not be used to locate this article. If full texts are available, retrieval effectiveness can be greatly enhanced with current advanced information retrieval technologies. However, full texts obtained from manual re-entry of data is seldom available due to the prohibitive amount of time and cost. It seems that text obtained from automatic optical character recognition (OCR) become alternative full-text sources for the digitized information.

However, the major problem with retrieval of OCR text from image data is the inevitable corruption of characters which results from even the best OCR system. Until now, only a few researches have tackled this problem. It is shown that OCR errors have little effect on retrieval with good quality input; effectiveness is significantly reduced in short texts with poor image or scanning quality (1,2). Harding, et al (3), reported an approach to retrieving OCR degraded English text using n-gram matching. The results show that direct retrieval of documents using n-gram leads to improved
performance over standard (word based) method on the same data when a level of 10 percent degradation or worse was achieved. In this paper, we report our preliminary results for reducing the losses from retrieving corrupted, or "noisy", Chinese OCR text through the proposed fault-tolerant information retrieval techniques.

In a project launched by Socio-Cultural Research Center, Fu Jen Catholic University, we have to make hundreds of thousands of newspaper clippings over the past 40 years accessible and searchable through the World Wide Web. By the end of this summer, over 100,000 clippings will have been scanned into image files in TIFF format. In the meantime, commercial OCR software will be used to convert them into text as soon as possible. A search engine is built to deal with these OCR-degraded texts.

The distinct features of the search engine are that it has a multilingual keyword extraction module without using dictionaries and that it provides fuzzy matching for searching. Terms, correct or not, and their term frequencies from the noisy texts are extracted to form a keyword database. With this collection-specific keyword resource, users can search the text database directly or search the keyword database first and then the text database indirectly. By first searching the keyword database with fuzzy matching, the system prompts a ranked list of related terms and their estimated term frequencies. With the understanding of the real terms stored in the text database and of their frequency distributions, users may choose appropriate terms for a more effective searching.

This retrieval system is highly fault-tolerant in that the search in the keyword database with fuzzy matching results in candidate terms used in the text database and that the candidate terms are selected interactively by users, thus reducing the vocabulary mismatch between the terms submitted and the terms used in the noisy text documents. Moreover, the retrieval system is highly automatic in that keyword extraction and document indexing require no manual involvement, both are handled by the software we developed. The overall effect is that the process of document digitization and indexing can be processed by hardware devices and software automatically without sacrificing much retrieval effectiveness. This model of digitization, indexing, searching, and accessing will greatly reduce the time and cost needed in providing world-wide information access and service.

The rest of the paper is organized as follows: In the next section, the indexing and
retrieval models used in the OCR text retrieval application is introduced. This is followed by a brief description of the keyword extraction for interactive term selection in Section 3. Section 4 illustrates a number of fault-tolerant retrieval examples. Finally Section 5 concludes the paper.

2. Fuzzy Matching and Document Ranking

The information retrieval system we have been developing is based on the n-gram indexing model (4), the vector space retrieval model (5), and a self-developed keyword extraction algorithm (6, 7). It supports a number of advanced search functions such as natural language-like queries, fuzzy matching, document ranking, term suggestion and term relevance feedback. Below we introduce the ideas of the n-gram indexing model and the vector space retrieval model. These two models have the effect of enabling fuzzy matching and document ranking, which are required features in a fault-tolerant retrieval system.

In the vector space retrieval model, a document d is represented by an n-dimensional vector in the form of: \( d = (w_{d1}, w_{d2}, ..., w_{dn}) \) where \( w_{di} \) denotes the weight of the term \( t_i \) in the document \( d \). Ideally each term represents a concept mentioned in the document. In practice, the terms are usually extracted from the document directly. In Chinese documents, for example, a term could be a meaningful word, a single character, or any consecutive string found in the document. The weight \( w_{di} \) represents the importance of the term \( t_i \) to that document. If a term is absent from the document, its weight is set to zero; otherwise, a weighting scheme, usually based on term frequency, is applied to determine its value.

Similarly, user queries are converted to query vectors in the same way as document vectors. A query \( q \) is represented by a vector of the form: \( q = (w_{q1}, w_{q2}, ..., w_{qn}) \), where \( w_{qi} \) denotes the weight of the term \( t_i \) in the query \( q \). With the query and the documents transformed into the same vector space, the similarity between the query \( q \) and each document \( d \) is calculated by the inner product of the corresponding vectors as follows:

\[
\text{Sim}(d, q) = \sum_{i=1}^{n} (w_{di} \times w_{qi})
\]

Thus the higher the degree of the similarity between the query \( q \) and the document \( d \), the higher the value of their inner product. The retrieval results of the query are a
list of documents ranked with their similarity values in descending order, thus the name vector space retrieval model.

While the retrieval model determines how each document is related to a user query, the indexing model determines how each index term is represented as a basis for retrieval. Different term representations may lead to different retrieval performance even with the same retrieval model. In the above vector space model, for example, if a word is submitted as a query and that word does not match any index terms used to form the query vector, the query with that word will retrieve nothing even if there are documents containing that word. A case like this is known as "vocabulary mismatch". To reduce vocabulary mismatch, an indexing model known as n-gram indexing is used in most recent Chinese information retrieval systems (8,9,10).

In n-gram indexing, any consecutive n characters in a document are used as index terms. For example, the string "WORDS" is indexed with the terms "WO", "OR", "RD", and "DS" with n equal to 2. Because n-gram indexing may results in excessive terms for large n, the value n is usually set to 1 and 2 for Chinese documents. It can be shown that for Chinese text retrieval 1-gram and 2-gram indexing with the vector space model (or with other similar ranking retrieval models) is sufficient to support most syntactically approximate matching, or fuzzy matching in short. As an example, the term "文學史" (literature history) can match "文學的歷史" (history of literature) with 4 common n-grams (namely, "文", "學", "史", and "文學") out of a total of 10 different n-grams (the other six are "學史" from the first term and "的", "的", "的", and "的史" from the second term).

Document ranking sorts retrieved documents according to the similarity measurement between queries and documents. High-similarity documents are placed at the top of the result set in an attempt to help users locate relevant documents more easily. Such ranking is enabled by the fuzzy matching which retrieves documents containing string patterns syntactically approximate to the query string. Fuzzy matching is a powerful tool to free users from worrying about search failure due to the vocabulary problem. However, it is also the main cause that baffles most end users for its obscure similarity measurement. As we will show later, fuzzy matching alone may produce excessive results. It is better used in the first-half phase of interactive term selection, a topic discussed in the next section.
3. Automatic Keyword Extraction for Interactive Term Selection

Since OCR text contains corrupted characters and terms, the vocabulary mismatch problem is likely to occur for any queries. This is because users have no ideas about whether terms in OCR texts are recognized correctly or not. The only thing that users can do is to submit correct terms and then to expect that fuzzy matching can retrieve those documents containing exactly the same terms and those documents containing the corrupted terms as well. Although fuzzy matching may alleviate the problem of vocabulary mismatch, those relevant documents with lower similarity scores may be interfered with other irrelevant ones with higher similarity scores. The low-score relevant documents may be placed far away from the top of the result set, thus making identification of relevant documents difficult.

To tackle this problem, we propose a solution which relies on automatic extraction of significant terms, whether recognized correctly or not, from the OCR text to make up a keyword database for term selection. By searching the keyword database before searching the text database, syntactically approximate terms are present for user selection. Since these terms are extracted from the noisy OCR text, there will be no discrepancy between the term submitted and the term contained in the text database. Besides, irrelevant but high-similarity documents due to fuzzy matching can be filtered out by this term selection approach.

Basically, there are three approaches to automatic keyword extraction. The first and perhaps the most simplest way is the use of a dictionary or a lexicon to match against the input text. Text terms appear in the dictionary are selected as system-generated keywords. While this method is common in most Chinese OPAC systems in Taiwan, it suffers from the cost of maintaining such dictionaries. Besides, the quality of the keywords depends on the chosen dictionaries, and ordinary dictionaries do not cover the names of individuals, institutes, places, or emerging buzzwords of various fields, let alone many more unpredictable erroneous terms in OCR text.

Another approach is based on the parser developed from natural language processing techniques (11,12,13,14,15). Noun phrases are identified and then filtered to yield representative terms. Such parser is language dependent and often requires resources such as manually tagged corpora. Another limitation is that it requires the input text be confined to a well-defined grammar. Thus documents such as bibliographic titles
(usually noun clauses) and text from OCR or speech recognition (usually contains erroneous words) do not satisfy the requirement.

The third approach is based on some statistical features of the input text (16,17,18,19,20). Although the statistical approach might result in illegal terms and miss those terms with insufficiently statistical features, it does not have the disadvantages as those mentioned above. Names of individuals, institutes, places, or emerging buzzwords can be extracted. Degraded or noisy text from OCR or speech recognition fits this method.

Our approach to keyword extraction is an algorithm similar to the statistical approach. It is based on an assumption that keywords are repeated patterns because documents concentrating on a topic tend to mention a set of words in a specific sequence a number of times. The proposed algorithm has some distinct features: it requires no extra resources such as lexicons, corpora, or NLP parsers; the time complexity are linear in average case; the threshold of term frequency, the only parameter in this algorithm, is easily tuned (usually set to value 1 or 2); key phrases of any length can be identified; when used in character level, single words or word stems can be identified as well as multiple-word phrases (6,7).

Once keywords are extracted, they can be applied in the term selection application. Term selection can take the forms of term relevance feedback (TRF) and term suggestion (TS). In TRF, terms extracted from retrieved documents are shown in certain order of listing for user selection. Users then inspect the term list and select those terms related to their goals for another round of searching. In TS, collection-specific terms are extracted from the text collection. These terms and their frequencies constitute the keyword database for suggesting terms in response to users' queries. The difference between TS and TRF is that TS suggests users with terms similar to their query before searching the text database, while TRF provides terms not necessarily syntactically similar to the query terms after an initial search of the text database. These term selection approaches and the foregoing fuzzy matching provide the fault-tolerant retrieval demonstrated in the next section.

4. Examples of Fault-Tolerant Retrieval

The fault-tolerant techniques have been applied to three text databases: a biblio-
graphic database, a full-text news database, and a noisy OCR text database. From these three databases, three corresponding keyword databases have been built with the keyword extraction algorithm. A web page is available at http://xlib.fju.edu.tw/demo/index.html for demonstrating the retrieval of ordinary text documents as well as OCR noisy documents. These databases are briefly described as follows.

1. FJU OPAC: the OPAC (Online Public Access Catalog) system of the library of Fu Jen Catholic University. There are currently 356,000 bibliographic records.

2. Keywords of FJU OPAC: contains 118,430 Chinese and English keywords extracted from the titles of the bibliographic records. The threshold of term frequency is set to 1 so that any keywords appear more than once are collected in the database.


4. Keywords of News Articles: contains 66,500 keywords extracted from the news articles. Since these news articles are full-text documents, the threshold of term frequency is set to 2 to filter out most illegal terms and retain as many useful terms as possible.

5. Newspaper Clippings: currently contains 71 scanned images and their OCR noisy text from the newspaper clippings provided by Socio-Cultural Research Center, Fu Jen Catholic University. This database will expand to include over 100,000 scanned images and their OCR text in the future.

6. Keywords of News Clippings: contains 3466 terms extracted from the OCR noisy text. Since keywords in the OCR text might contain erroneous characters due to recognition error, the threshold of term frequency is set to the lowest possible value 1 so that any string patterns occurs more than once are extracted as candidate terms for user selection.

An example of searching the keyword database of Newspaper Clippings is illustrated in Fig. 1. The query term is "江泽民" (Jiang Zemin) and 2 records are retrieved with fuzzy matching. The search results are sorted by match score and then by term frequency. Although the keyword database does not have a record exactly matching the query term, it returns the term "江泽民" (Jiang Ze-min), which contains an incorrectly recognized character by OCR. This term is morphologically similar to the query term (and happens to be similar to the query term phonetically). Note the term is
retrieved with very low match score. This is only possible for such keyword databases without worrying excessive results. By selecting the exact term used in the OCR text as the actual query term, the vocabulary mismatch problem is avoided. Figure 2 shows the search results. Note the OCR text is used only for enhancing retrieval performance, the actual documents accessed by users are the full-text images provided in the hyperlinks within the search results, as shown in Figure 2.

**Figure 1.** An example from the Keywords of Newspaper Clippings for term suggestion.

**Figure 2.** An example of search results from the Newspaper Clippings.
Since the current collection of Newspaper Clippings contains too few documents for further demonstration, the second example is taken from the News Articles. In Figure 3, the query term is the name of a South African little girl who behaved bravely in a kidnap event. Note the various translation of an English name might be. The query gives one translation "克利絲汀" for "Christine", the database records two translations "克莉絲汀" and "克麗絲汀" from two news agencies, or from different reporters. This case is similar to those OCR text which might contain different corrupted versions of the same term such that users do not know the exact forms of the term before their query submission. Note the low-score fuzzy matching helps locate the correct terms. If the original query is directly submitted to the text database, incorrect documents (namely those about "克利夫蘭" (Cleveland) and "克利斯提" (Christie)) are retrieved at the top of the ranked results.

<table>
<thead>
<tr>
<th>match score</th>
<th>keywords</th>
<th>term frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>391</td>
<td>克利夫騤</td>
<td>5</td>
</tr>
<tr>
<td>391</td>
<td>克利斯提</td>
<td>4</td>
</tr>
<tr>
<td>391</td>
<td>克利夫騤聯邦法院</td>
<td>3</td>
</tr>
<tr>
<td>173</td>
<td>克莉絲汀</td>
<td>47</td>
</tr>
<tr>
<td>173</td>
<td>十二歲的克莉絲汀</td>
<td>6</td>
</tr>
<tr>
<td>173</td>
<td>克麗絲汀</td>
<td>6</td>
</tr>
<tr>
<td>173</td>
<td>小女兒克莉絲汀</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 3. An example from the Keywords of News Articles for term suggestion.

These keyword databases have an additional effect that if the query term contains a broad meaning, the query results function as a dynamic directory. That is, more specific terms under the category specified by the query are present in the results. From this dynamic directory, users are able to understand the distribution of the collection by inspecting the term frequencies and then to choose more specific terms for searching. This would avoid excessive outcomes resulting from submitting the original query to the document database. The example from the Keywords of FJU OPAC in Figure 4 with the query term "philosophy" illustrates this effect.
The next examples demonstrate the effects of term relevance feedback. In Figure 5, a number of keywords is extracted for feedback from the results of querying the bibliographic database with the term "image processing". Another example from the full-text News database is in Figure 6, where the query term is "拜耳撤資案" ("The recall of Bayer’s investment"). This kind of local TRF provides users more search terms which are semantically related to (but not necessarily syntactically similar to) the query terms under the same topic. An example is the term "computer vision" in Figure 5. More examples are in Figure 6, such as "外商" (foreign company), "投資" (investment), "憂心" (worry) and "公投" (referendum) (Bayer is reluctant to go through a referendum held by a local government for his investment). Thus TRF has the effects of expanding users’ search vocabulary and of guiding users in search directions closer to their goals.

5. Conclusions and Future Work

Most full-text image systems rely on manual preparation of bibliographic metadata for supporting information retrieval. Due to the large amount of time and efforts of human indexers required in this process, and due to the limitation of relatively few searchable data provided by such metadata, this paper proposes using OCR text as an
Requery with Relevant keywords

1. Image (Image): 20
   1. Image processing: 17
   2. Digital image processing: 4
   3. Models and image processing: 2
   4. Computer vision and image processing: 2
2. Digital (digital): 6
3. Processing: 6
   1. Image processing: 2

4. Graphical (Graphics graphical graphics): 5
   1. Computer (Computer): 4
      1. Computer vision: 3
   6. Fundamentals (Fundamental): 2
   7. Models: 2
   8. Signal (Signal): 2
   9. Vision: 2

Or add other terms

Figure 5. An example from the bibliographic database for term relevance feedback.

1. 碧耳 120
   1. 碧耳案 5
   2. 碧耳公司: 19
2. 投資 112
   1. 投資案 12
3. 經濟 42
   1. 經濟部 21
4. 台灣 34
5. 公司: 26
6. 公投 22
7. 企業 21
8. 資案 21
9. 耳案 20
10. 撤資 19
11. 外商 18
12. 政治 15
13. 決定 12
14. 說服 10
15. 環境 10
16. T D 9
17. 地方 9
18. 指出 7
19. 省議 7
   1. 省議會: 5
20. 發展 7
21. 銀行 7
22. 重大 6
23. 商銀 6
24. 工商 5
25. 中止 5
26. 來台 5
27. 紅黑 5
28. 計畫 5
29. 國內 5
30. 影響 5
31. D I 4
32. 中縣 4
33. 支持 4
34. 努力 4
35. 治化 4
36. 建置 4
37. 勢力 4
38. 業界 4
39. 認為 4
40. 億元 4
41. 憂心 4
42. 中心 3
43. 計劃 3
44. 做了: 3

Figure 6. An example from the News Articles for term relevance feedback.
alternative or supplementary source for retrieval of full-text images. However, because optical character recognition can not guarantee 100% correction rate, the resultant text may contain erroneous characters. To support retrieval of such database, a retrieval strategy based on automatic keyword extraction and fuzzy matching is proposed. Terms, correct or not, and their estimated frequencies are extracted for term selection. Such a term listing allows users understand the real terms stored in the database so as to choose appropriate terms for a precise searching.

The term selection retrieval is applied in two forms: one is term suggestion, the other is term relevance feedback. These two retrieval approaches together with direct fuzzy matching have been evaluated for ordinary electronic text (21). The results show that term suggestion and term relevance feedback increase performance by 38.2% and 29.1%, respectively, over direct retrieval of documents using fuzzy matching in the bibliographic database. A similar performance increment of 18.2% and 7.3% is observed for term suggestion and term relevance feedback, respectively, in the full-text database of news articles. These results show that such interactive retrieval is able to provide effective retrieval for ordinary text. As this paper demonstrates, it is also able to yield favorable performance for noisy OCR text. The future work is to provide a more rigorous performance evaluation for noisy OCR text.

In our experience with OCR text retrieval, there are some problems that cannot be solved without the help from OCR technologies. The first is the low recognition rates for newspaper titles due to their different fonts and sizes from most of the other text. Because titles are often the most important information for newspaper articles, the absent of them in the OCR documents affect the presentation of search results and the retrieval performance expected by users. Thus selective recognition for special sections such as titles, captions, and emphasized blocks in an article is highly desirable. The second problem is the random corruption of the same term observed in most OCR systems. Since the automatic keyword extraction algorithm relies on the repetition of strings for extraction, random erroneous patterns of the same term make such extraction more difficult. If mutual character statistics instead of single-character statistics is considered in the recognition process, random corruption can be reduced such that a term is recognized into a fixed pattern. If this desirable effect can be achieved, the keyword extraction algorithm can extract those terms that occur more than once, no matter they are correct or not. The documents containing these terms can then be locat-
ed by the fault-tolerant retrieval approach. The third problem is the need for batch processing of the OCR task. Since a large number of data is to be digitized, automatic recognition of most paper data will speed up the conversion process from digital images to OCR text. In addition, the recognition rate of each image should be reported as a result of the batch processing, so that text of low-recognition rate can be tuned manually to reduce the recognition errors. All these problems can only be solved by OCR systems. Solutions to the problems will greatly enhance the effectiveness and possibility of retrieving full-text images with OCR text.

The analysis and processing of noisy text are rarely discussed in the past information retrieval researches. It is a core technology for information digitization, indexing, searching, and accessing in digital libraries. The results in this paper can not only be applied to retrieval of noisy OCR text, but also existing electronic documents, or even other types of noisy text, such as those from speech or video recognition results.
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